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**Abstract.** In this study, the authors employed the quadratic B-spline Galerkin method to solve time fractional order telegraph equations. Three model problems are considered to implement the method. \(L_2, L_\infty\) error norms and numerical results have been presented in tables. Absolute error graphics for all the numerical solutions are given.

**Introduction**

Letters which were written by two famous mathematicians G.W. Leibnitz and L’Hospital to each other in 1695 can be considered as the beginning of the fractional calculus’ taking part in literature. After that time, a huge contribution has been made for the development of arbitrary order differentiation and integration by a lot of famous mathematicians such as Euler, Laplace, Fourier, Lacroix, Abel, Riemann, Liouville, Caputo [7]. Fractional order differentiation concept helps to state the many physical problems and lead to huge amount of applications [8]. Recently scientists have shown the effectiveness of the fractional order differential equations on expressing the complex events and modelling many physical, engineering phenomenons in their studies [4]. The huge amount of applications on these type equations can bee seen frequently in various fields such as viscoelastic, biology, signal process, electromagnetic, chaos and fractals, traffic system, chemistry, control system, economics, finance and etc. [9].

Riemann-Liouville fractional concept which proposed by two famous mathematicians Riemann and Liouville is composed of fractional integral and fractional derivative. In this concept, in the fractional initial value problems, the initial conditions are comprised of limit values of Riemann-Liouville derivative in the initial point. This situation causes a big problem in solving fractional initial value problems. There isn’t any physical meaning of these initial points. Caputo’s fractional derivative which is presented by M. Caputo in 1967 involves the limit values in the initial points of integer order derivatives with initial values that are given with fractional order equation. Due to this user friendliness of Caputo’s definition, many scientists prefer Caputo’s derivative as fractional derivative operator in many in their studies [4].

In last decades, the importance of fractional order differential equations increased rapidly. Due to this increasement investigating the analytical and numerical solutions of fractional order differential equations(FDEs) becomes an attractive topic for scientists. So a lot of methods are used to obtain analytical and numerical solutions of FDEs such as Laplace transform method [4], power series method [4], finite element method [10, 11], Adomian decomposition method [12], variational iteration method [13], differential transform method [14], homotopy perturbation method [15], homotopy analysis method [16, 17], finite difference methods [18], and etc.

Finite elements method which is used commonly in various fields of physics and engineering, first arise in 1960. Argyris, Clough and Zienkiewicz made contribution to this method [19]. After the development of computer technology in recent 50 years, this method has been occupied in an important place in solving many problems which arise in physics and engineering [20].
In this study, let us consider the time fractional telegraph equations [1, 2] as follows

\[
\frac{\partial^\gamma}{\partial t^\gamma} U(x, t) + s_1 \frac{\partial^{\gamma-1}}{\partial t^{\gamma-1}} U(x, t) + s_2 U(x, t) - s_3 \frac{\partial^2}{\partial x^2} U(x, t) = f_1(x, t),
\]

\[
\frac{\partial^\gamma}{\partial t^\gamma} U(x, t) + \frac{\partial^{\gamma-1}}{\partial t^{\gamma-1}} U(x, t) + \lambda \frac{\partial}{\partial x} U(x, t) - \frac{\partial^2}{\partial x^2} U(x, t) = f_2(x, t)
\]

where \(\lambda, s_1, s_2\) and \(s_3\) are constants and
denote Caputo fractional derivatives [3, 4].

Considered fractional order telegraph Eqs. (1)-(2) are solved by quadratic B-spline Galerkin method with the initial and boundary conditions. The fractional order derivatives are taken into account in the Caputo’s sense. For \(0 < \gamma \leq 1\), \(L1\) approximation [5]

\[
\left. \frac{\partial^\gamma f(t)}{\partial t^\gamma} \right|_{t_m} = \frac{(\Delta t)^{\gamma-1}}{\Gamma(2-\gamma)} \sum_{k=0}^{m-1} b_k^\gamma [f(t_{m-k}) - f(t_{m-1-k})]
\]

where \(b_k^\gamma = (k + 1)^{1-\gamma} - k^{1-\gamma}\) and for \(1 < \gamma \leq 2\), \(L2\) approximation [6]

\[
\left. \frac{\partial^\gamma f(t)}{\partial t^\gamma} \right|_{t_m} = \frac{(\Delta t)^{\gamma-1}}{\Gamma(3-\gamma)} \sum_{k=0}^{m-1} b_k^\gamma [f(t_{m-k}) - 2f(t_{m-1-k}) + f(t_{m-2-k})]
\]

where \(b_k^\gamma = (k + 1)^{2-\gamma} - k^{2-\gamma}\) are subrogated into the equations instead of the fractional derivatives.

Now, let us to define quadratic B-spline base functions. Partitioning interval \([a, b]\) into \(N\) finite elements of uniformly equal length by the knots \(x_m, m = 0, 1, 2, \ldots, N\) such that \(a = x_0 < x_1 \cdots < x_N = b\) and \(h = x_{m+1} - x_m\). The quadratic B-splines \(Q_m(x)\) at the knots \(x_m\) are defined over the interval \([a, b]\) by [21]

\[
Q_m(x) = \frac{1}{h^2} \begin{cases} (x_{m+2} - x)^2 - 3(x_{m+1} - x)^2 + 3(x_m - x)^2, & x \in [x_{m-1}, x_m], \\ (x_{m+2} - x)^2 - 3(x_{m+1} - x)^2, & x \in [x_m, x_{m+1}], \\ (x_{m+2} - x)^2, & x \in [x_{m+1}, x_{m+2}], \\ 0, & \text{otherwise} \end{cases}
\]

where \(m = -1(1)N\). The set of splines \([Q_{-1}(x), Q_0(x), \ldots, Q_N(x)]\) forms a basis for the functions defined over \([a, b]\). Therefore, we can write an approximation solution \(U_N(x, t)\) with regard to the quadratic B-splines trial functions as:

\[
U_N(x, t) = \sum_{m=-1}^{N} \delta_m(t)Q_m(x)
\]

where \(\delta_m(t)\)’s are unknown, time dependent parameters to be determined from the boundary and weighted residual conditions. For these problems, we define the finite elements with the interval
and the elements knots \( x_m, x_{m+1} \). When we use the nodal values \( U_m \) and \( U'_m \) given in terms of the parameter \( \delta_m(t) \)

\[
U_N(x_m) = U_m = \delta_{m-1} + \delta_m, \\
U'_N(x_m) = U'_m = 2(-\delta_{m-1} + \delta_m)/h
\]

(7)

the variation of \( U_N(x, t) \) over the typical element \([x_m, x_{m+1}]\) is obtained by

\[
U_N = \sum_{j=m-1}^{m+1} \delta_j Q_j.
\]

(8)

**Quadratic B-Spline Finite Element Galerkin Solutions**

We take all the terms in Eq. (1) to the right hand side of the equation and then multiply by the weight function \( \Psi(x) \) to apply the Galerkin method to equation with the appropriate boundary conditions. Then, integrating the resulting equation over the region \([0, 1]\) and setting it to zero, we get

\[
\int_0^1 \Psi \left[ \frac{\partial^2 U}{\partial t^2} + s_1 \frac{\partial^{t-1} U}{\partial t^{t-1}} + s_2 U - s_3 \frac{\partial^2 U}{\partial x^2} \right] dx = \int_0^1 \Psi f_1(x, t) dx
\]

(9)

where \( \Psi(x) \) is the weighted function that taken as quadratic B-spline functions. As Eq. (9) is valid on the whole region, specially it is valid over the typical element \([x_m, x_{m+1}]\) as follows

\[
\int_{x_m}^{x_{m+1}} \Psi \left[ \frac{\partial^2 U}{\partial t^2} + s_1 \frac{\partial^{t-1} U}{\partial t^{t-1}} + s_2 U - s_3 \frac{\partial^2 U}{\partial x^2} \right] dx = \int_{x_m}^{x_{m+1}} \Psi f_1(x, t) dx.
\]

(10)

When the differentiation is scattered between the \( U \) and \( \Psi \), it results in an integral form which needs weaker continuity conditions on trial base functions and we have

\[
\int_{x_m}^{x_{m+1}} \left( \Psi \frac{\partial^2 U}{\partial t^2} + s_1 \Psi \frac{\partial^{t-1} U}{\partial t^{t-1}} + s_2 \Psi U + s_3 \frac{\partial \Psi}{\partial x} \frac{\partial U}{\partial x} \right) dx = s_3 \Psi \frac{\partial U}{\partial x} \bigg|_{x_m}^{x_{m+1}} + \int_{x_m}^{x_{m+1}} \Psi f_1(x, t) dx.
\]

(11)

The transformation \( \xi = x - x_m \) is used for changing the global coordinate system into the local one. Thus, Eq. (11) turns into the form

\[
\int_0^h \left( \Psi \frac{\partial^2 U}{\partial t^2} + s_1 \Psi \frac{\partial^{t-1} U}{\partial t^{t-1}} + s_2 \Psi U + s_3 \frac{\partial \Psi}{\partial \xi} \frac{\partial U}{\partial \xi} \right) d\xi = s_3 \Psi \frac{\partial U}{\partial \xi} \bigg|_0^h + \int_0^h \Psi f_1(\xi, t) d\xi.
\]

(12)

The Eq. (12) is the element equation for a typical element "e". Eq. (5) turns into the form

\[
\frac{Q_{m+1}}{Q_m} = \frac{1}{h^2} \left\{ \frac{(h - \xi)^2}{h^2 + 2h\xi - 2\xi^2} \right\}.
\]

(13)
Subrogating the Eqs. (13) into Eq. (12), we handle

\[
\sum_{j=m-1}^{m+1} \left( \int_0^h Q_i Q_j d\xi \right) \delta_j^e + s_1 \sum_{j=m-1}^{m+1} \left( \int_0^h Q_i Q_j d\xi \right) \delta_j^e + s_2 \sum_{j=m-1}^{m+1} \left( \int_0^h Q_i Q_j d\xi \right) \delta_j^e 
+ s_3 \sum_{j=m-1}^{m+1} \left( \int_0^h Q_i Q_j d\xi \right) \delta_j^e - s_3 \sum_{j=m-1}^{m+1} \left( Q_i Q_j \right) \delta_j^e = \int_0^h Q_i \tilde{f}_i(\xi, t) d\xi, \quad i = m - 1, m, m + 1 \tag{14}
\]

whose matrix form is

\[
A^e \tilde{\delta}^e + s_1 A^e \tilde{\delta}^e + s_2 A^e \delta^e + s_3 B^e \delta^e - s_3 C^e \delta^e = D^e \tag{15}
\]

where \( \gamma \) states \( \gamma^{th} \) fractional derivative and \( \dot{} \) states \( (\gamma - 1)^{th} \) fractional derivative with respect to time and \( A^e_{ij}, B^e_{ij}, C^e_{ij}, D^e_{ij} \) are element matrices given as follows:

\[
A^e_{ij} = \int_0^h Q_i Q_j d\xi, \quad B^e_{ij} = \int_0^h Q'_i Q'_j d\xi, \quad C^e_{ij} = Q_i Q'_j|_0^h, \quad D^e_{ij} = \int_0^h Q_i \tilde{f}_i(\xi, t) d\xi
\]

where \( i, j = m - 1, m, m + 1 \). The element matrices are evaluated as

\[
A^e_{ij} = \int_0^h Q_i Q_j d\xi = \frac{h}{30} \begin{bmatrix} 6 & 13 & 1 \\ 13 & 54 & 13 \\ 1 & 13 & 6 \end{bmatrix},
\]

\[
B^e_{ij} = \int_0^h Q'_i Q'_j d\xi = \frac{2}{3h} \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix},
\]

\[
C^e_{ij} = Q_i Q'_j|_0^h = \frac{2}{h} \begin{bmatrix} 1 & -1 & 0 \\ 1 & -2 & 1 \\ 0 & -1 & 1 \end{bmatrix}.
\]

Unifying the accretion values coming from all the elements, Eq. (15) produces the system

\[
A \tilde{\delta} + s_1 A \delta + s_2 A \delta + s_3 B \delta - s_3 C \delta = D \tag{16}
\]

where \( \delta(t)'s \) are unknown parameters and \( A, B, C \) and \( D \) are \((N + 2) \times (N + 2)\) global matrices with generalized \( n^{th} \) row. If time parameters \( \delta(t)'s \) and its fractional time derivatives \( \dot{\delta}(t)'s \) and \( \ddot{\delta}(t)'s \) in Eq. (16) are discretized with the aid of the Crank-Nicolson, \( L1 \) and \( L2 \) formulae, respectively:

\[
\delta_m = \frac{1}{2} (\delta^n_m + \delta^{n+1}_m),
\]

\[
\dot{\delta} = \frac{d^{n-1} \delta}{dt^{\gamma-1}} = \frac{(\Delta t)^{1-\gamma}}{\Gamma(3 - \gamma)} \sum_{k=0}^{n-1} [(k + 1)^{2-\gamma} - k^{2-\gamma}] \left[ \delta^{n-k} - \delta^{n-k-1} \right] \tag{18}
\]

and

\[
\ddot{\delta} = \frac{d^n \delta}{dt^{\gamma}} = \frac{(\Delta t)^{-\gamma}}{\Gamma(3 - \gamma)} \sum_{k=0}^{n-1} [(k + 1)^{2-\gamma} - k^{2-\gamma}] \left[ \delta^{n-k} - 2\delta^{n-k-1} + \delta^{n-k-2} \right], \tag{19}
\]
we have recurrence relationship between successive time levels relating unknown parameters $\delta_{m+1}^{n+1}(t)$ is obtained

\[
\begin{equation}
\left[ \frac{A}{(\Delta t)^2 \Gamma(3-\gamma)} + \frac{s_1 A}{(\Delta t)^{-1} \Gamma(3-\gamma)} + \frac{1}{2}(s_2 A + s_3 B - s_3 C) \right] \delta_{m+1}^{n+1} \\
= \left[ \frac{2A}{(\Delta t)^2 \Gamma(3-\gamma)} + \frac{s_1 A}{(\Delta t)^{-1} \Gamma(3-\gamma)} - \frac{1}{2}(s_2 A + s_3 B - s_3 C) \right] \delta_{m}^{n} - \frac{A}{(\Delta t)^2 \Gamma(3-\gamma)} \delta_{m}^{n-1} \\
\quad - \frac{s_1 A}{(\Delta t)^{-1} \Gamma(3-\gamma)} \sum_{k=1}^{n} [(k+1)^{2-\gamma} - k^{2-\gamma}] \left[ \delta_{m-k}^{n-k} - 2\delta_{m-k-1}^{n-k} + \delta_{m-k-2}^{n-k} \right] \\
\quad - \frac{s_1 A}{(\Delta t)^{-1} \Gamma(3-\gamma)} \sum_{k=1}^{n} [(k+1)^{2-\gamma} - k^{2-\gamma}] \left[ \delta_{m-k}^{n-k} - \delta_{m-k-1}^{n-k} \right] + D. \tag{20}
\end{equation}
\]

Applying the same procedure to Eq. (2), we get the matrix equation

\[
A^e \tilde{\delta}^e + A^s \dot{\delta}^s + \lambda B^e \delta^e + C^e \delta^e - D^e \delta^e = E^e \tag{21}
\]

where

\[
A_{ij}^e = \int_0^h Q_i Q_j d\xi, \quad B_{ij}^e = \int_0^h Q_i Q'_j d\xi, \quad C_{ij}^e = \int_0^h Q'_i Q'_j d\xi, \quad D_{ij}^e = Q_i Q'_j|_0^h, \quad E_{i}^e = \int_0^h Q_i \tilde{f}_2(\xi, t) d\xi.
\]

The element matrices are evaluated as

\[
A_{ij}^e = \int_0^h Q_i Q_j d\xi = \frac{h}{30} \begin{bmatrix} 6 & 13 & 1 \\ 13 & 54 & 13 \\ 1 & 13 & 6 \end{bmatrix},
\]

\[
B_{ij}^e = \int_0^h Q_i Q'_j d\xi = \frac{1}{6} \begin{bmatrix} -3 & 2 & 1 \\ -8 & 0 & 8 \\ -1 & -2 & 3 \end{bmatrix},
\]

\[
C_{ij}^e = \int_0^h Q'_i Q'_j d\xi = \frac{2}{3h} \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix},
\]

\[
D_{ij}^e = Q_i Q'_j|_0^h = \frac{2}{h} \begin{bmatrix} 1 & -1 & 0 \\ -1 & 2 & 1 \\ 0 & -1 & 1 \end{bmatrix},
\]

\[
E_{i}^e = \int_0^h Q_i \tilde{f}_2(\xi, t) d\xi = \left[ \int_0^h Q_m \tilde{f}_2(\xi, t) d\xi \right],
\]

Unifying the accretion values coming from all the elements, Eq. (21) produces the system

\[
A \ddot{\delta} + A \dot{\delta} + \lambda B \delta + C \delta - D \delta = E \tag{22}
\]

where $\delta(t)$'s are unknown parameters and $A$, $B$, $C$ and $D$ are $(N+2) \times (N+2)$ global matrices with generalized $m^{th}$ row. Subrogating the Eqs. (17)-(19) into Eq. (22), we handle a recurrence relationship between successive time levels relating unknown parameters $\delta_{m+1}^{n+1}(t)$
\[
\begin{align*}
A \left( \frac{A}{(\Delta t)^\gamma \Gamma(3 - \gamma)} + \frac{A}{(\Delta t)^\gamma \Gamma(3 - \gamma)} + \frac{1}{2}(\lambda B + C - D) \right) \delta^{n+1} \\
= \left[ \delta^{n+1} - \frac{A}{(\Delta t)^\gamma \Gamma(3 - \gamma)} \sum_{k=1}^{n} [(k + 1)^{2-\gamma} - k^{2-\gamma}] \left[ \delta^{n-k} - 2\delta^{n-k-1} + \delta^{n-k-2} \right] \\
- \frac{A}{(\Delta t)^{\gamma-1} \Gamma(3 - \gamma)} \sum_{k=1}^{n} [(k + 1)^{2-\gamma} - k^{2-\gamma}] \left[ \delta^{n-k} - \delta^{n-k-1} \right] + E. \quad (23)
\end{align*}
\]

The unknown values of \( \delta^{-1} \) arise for \( n = 0 \) and \( k = n \) in the systems (20) and (23). By using central difference approximation, we can write

\[
\frac{\delta^1 - \delta^{-1}}{2\Delta t} = g_2(x)
\]

instead of the derivative term in the second initial value \( U_t(x, 0) = g_2(x) \). Hence we can take \( \delta^{-1} \) as \( \delta^{-1} = 2\Delta t g_2(x) \). By using the initial values and vanishing the terms \( \delta_{-1} \) and \( \delta_N \) from the systems (20) and (23) which are \((N + 2) \times (N + 2)\) type we acquire \( N \times N \) type algebraic equation systems.

**Initial state**

The initial vector \( \mathbf{d}^0 = (\delta_{-1}, \delta_0, \delta_1, \ldots, \delta_{N-2}, \delta_{N-1}, \delta_N)^T \) is determined from the initial and boundary conditions. So we can rewrite the approximation (6) for the initial condition as

\[
U_N(x, 0) = \sum_{m=-1}^{N} \delta_m(0) Q_m(x)
\]

where the \( \delta_m(0) \)’s are unknown parameters. It is necessary to have the initial numerical approximation \( U_N(x, 0) \) performs the following conditions:

\[
U_N(x, 0) = U(x_m, 0), \; m = 0, (1), N
\]

\[
(U_N')_x(x_0, 0) = U'(x_0, 0).
\]

Thus, using the these conditions cause to a two-diagonal system of matrix of the form

\[
W \mathbf{d}^0 = \mathbf{b}
\]

where

\[
W = \begin{bmatrix}
\frac{-2}{\Delta t} & \frac{2}{\Delta t} & \frac{2}{\Delta t} & \cdots & \frac{2}{\Delta t} \\
1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 1 \\
\end{bmatrix}
\]

and

\[
\mathbf{b} = (U'(x_0, 0), U(x_0, 0), U(x_1, 0), \ldots, U(x_{N-2}, 0), U(x_{N-1}, 0), U(x_N, 0))^T.
\]
Numerical Examples and Results

In this section the numerical solutions of discussed problems are evaluated by using B-spline Galerkin Method.

Problem 1: Consider the time fractional telegraph equation (1) with \( s_1 = 1, s_2 = 1 \) and \( s_3 = \pi \) with boundary conditions

\[
U(0, t) = 0, \quad U(1, t) = t^3 \sin^2(1), \quad t \geq 0
\]

and the initial conditions as

\[
U(x, 0) = 0, \quad U_t(x, 0) = 0, \quad 0 \leq x \leq 1.
\]

The \( f(x, t) \) is of the form

\[
f(x, t) = \frac{6t^{3-\gamma}}{\Gamma(4-\gamma)} \sin^2(x) + \frac{6t^{4-\gamma}}{\Gamma(5-\gamma)} \sin^2(x) + t^3 \sin^2(x) - 2\pi t^3(\cos^2(x) - \sin^2(x))
\]

and the exact solution of this problem is given by [2]

\[
U(x, t) = t^3 \sin^2(x).
\]

In Table 1 numerical solutions, \( L_2 \) and \( L_\infty \) are given for Problem 1. It is seen from Table 1 that when partition number \( N \) increases for results that evaluated to different values of \( N, \Delta t = 0.001, t = 1 \) and \( \gamma = 1.50 \), \( L_2 \) and \( L_\infty \) error norms decrease as it expected. In addition to this from Table 2, it is seen that \( L_2 \) and \( L_\infty \) error norms decrease when \( \Delta t \) time step decreases for results that evaluated to different values of \( \Delta t, N = 30, t = 1 \) and \( \gamma = 1.50 \) as it is expected. The comparisons of exact and numerical solutions to Problem 1 for \( \Delta t = 0.001, t = 1, N = 30 \) and different values of \( \gamma \) are given in Table 3. It is clearly seen that the results are better for the smaller values of \( \gamma \). Absolute error graphics are given in Figure 1 for numerical results which are obtained by Galerkin method in the values \( \Delta t = 0.001, N = 30, t = 1 \) and different values of \( \gamma \). When the absolute error graphics are compared with each other, it is understood that the numerical results which are obtained by using quadratic B-spline Galerkin method are better then the results which are obtained by the aid of radial basis functions taken from [2].

<table>
<thead>
<tr>
<th>( x )</th>
<th>( N = 5 )</th>
<th>( N = 10 )</th>
<th>( N = 15 )</th>
<th>( N = 20 )</th>
<th>( N = 25 )</th>
<th>( N = 30 )</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.041720</td>
<td>0.040264</td>
<td>0.039766</td>
<td>0.039587</td>
<td>0.039503</td>
<td>0.039458</td>
<td>0.039470</td>
</tr>
<tr>
<td>0.4</td>
<td>0.156498</td>
<td>0.152743</td>
<td>0.152054</td>
<td>0.151815</td>
<td>0.151706</td>
<td>0.151646</td>
<td>0.151647</td>
</tr>
<tr>
<td>0.6</td>
<td>0.323209</td>
<td>0.319810</td>
<td>0.319190</td>
<td>0.319084</td>
<td>0.318891</td>
<td>0.318842</td>
<td>0.318821</td>
</tr>
<tr>
<td>0.8</td>
<td>0.519529</td>
<td>0.515261</td>
<td>0.514853</td>
<td>0.514718</td>
<td>0.514662</td>
<td>0.514634</td>
<td>0.514600</td>
</tr>
<tr>
<td>1.0</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
</tr>
</tbody>
</table>

\( L_2 \times 10^3 \) 3.798931 0.822230 0.304328 0.130208 0.053079 0.020029
\( L_\infty \times 10^3 \) 4.929548 1.096321 0.408051 0.171718 0.070520 0.033970
Table 2: Error norms and numerical solutions of Problem 1 for $\gamma = 1.50$, $N = 30$, $t = 1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\Delta t = 0.1$</th>
<th>$\Delta t = 0.05$</th>
<th>$\Delta t = 0.01$</th>
<th>$\Delta t = 0.005$</th>
<th>$\Delta t = 0.001$</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.028322</td>
<td>0.033896</td>
<td>0.038426</td>
<td>0.038998</td>
<td>0.039458</td>
<td>0.039470</td>
</tr>
<tr>
<td>0.4</td>
<td>0.139094</td>
<td>0.145346</td>
<td>0.150470</td>
<td>0.151121</td>
<td>0.151646</td>
<td>0.151647</td>
</tr>
<tr>
<td>0.6</td>
<td>0.311016</td>
<td>0.314865</td>
<td>0.318088</td>
<td>0.318505</td>
<td>0.318846</td>
<td>0.318821</td>
</tr>
<tr>
<td>0.8</td>
<td>0.512849</td>
<td>0.513668</td>
<td>0.514437</td>
<td>0.514544</td>
<td>0.514634</td>
<td>0.514600</td>
</tr>
<tr>
<td>1.0</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
</tr>
</tbody>
</table>

$L_2 \times 10^3$ $8.338473$ $4.188691$ $0.781645$ $0.347984$ $0.020029$

$L_\infty \times 10^3$ $12.975162$ $6.501840$ $1.215807$ $0.545445$ $0.033970$

Table 3: Error norms and numerical solutions of Problem 1 for $\Delta t = 0.001$, $N = 30$, $t = 1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\gamma = 1.10$</th>
<th>$\gamma = 1.30$</th>
<th>$\gamma = 1.70$</th>
<th>$\gamma = 1.90$</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.039447</td>
<td>0.039452</td>
<td>0.039463</td>
<td>0.039470</td>
<td>0.039470</td>
</tr>
<tr>
<td>0.4</td>
<td>0.151632</td>
<td>0.151639</td>
<td>0.151654</td>
<td>0.151665</td>
<td>0.151647</td>
</tr>
<tr>
<td>0.6</td>
<td>0.318829</td>
<td>0.318836</td>
<td>0.318850</td>
<td>0.318861</td>
<td>0.318821</td>
</tr>
<tr>
<td>0.8</td>
<td>0.514626</td>
<td>0.514630</td>
<td>0.514638</td>
<td>0.514648</td>
<td>0.514600</td>
</tr>
<tr>
<td>1.0</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
<td>0.708073</td>
</tr>
</tbody>
</table>

$L_2 \times 10^4$ $0.018487$ $0.018555$ $0.023193$ $0.030144$

$L_\infty \times 10^3$ $0.026904$ $0.030357$ $0.038674$ $0.048409$
Fig. 1: Error distributions of Problem 1 for \( \Delta t = 0.001 \), \( N = 30 \), \( t = 1 \).
**Problem 2:** We consider the time fractional telegraph equation (2) with $\lambda = 0$, with boundary conditions

$$U(0, t) = 0, \quad U(1, t) = 0, \quad t \geq 0$$

and the initial conditions as

$$U(x, 0) = 0, \quad U_t(x, 0) = 0, \quad 0 \leq x \leq 1.$$  

The $f(x, t)$ is of the form

$$f(x, t) = \frac{6t^{3-\gamma}}{\Gamma(4 - \gamma)} \sin(2\pi x) + \frac{6t^{4-\gamma}}{\Gamma(5 - \gamma)} \sin(2\pi x) + 4\pi^2 t^3 \sin(2\pi x).$$

The exact solution of the problem is given by [1]

$$U(x, t) = t^3 \sin(2\pi x).$$

The results for Problem 2 are presented in Table 4-6. In Table 4 the exact solutions and the numerical solutions for $\Delta t = 0.0005$, $t = 1$, $\gamma = 1.50$ and different values of $N$ are given. It is clearly seen from the decrease in the $L_2$ and $L_\infty$ error norms, the numerical solutions are closer to the analytical solution while the partition number $N$ increases. Also, from Table 5 it is deduced that $L_2$ and $L_\infty$ error norms decreases when the $\Delta t$ time step decreased for the $N = 100$, $t = 1$, $\gamma = 1.50$. The error norms and the numerical results that obtained for different values of $\gamma$ are given in Table 6. The error norms of the exact solutions and the numerical solutions that obtained for $\Delta t = 0.0005$, $N = 100$, $t = 1$, $\nu = 1$ and different values of $\gamma$ by using Galerkin method are given in Figure 2. The comparison of the error norms that obtained by the implemented method for $\gamma = 1.10, 1.50, 1.90$, $t = 1$ with the error norms which are obtained by local discontinuous Galerkin method in ref. [1] are given in Table 7-9 respectively. Regarding that the results get better by increasing the partition number $N$ in Galerkin method, these results are compared with the results that obtained by local discontinuous galerkin method and it is concluded that the results are better for the implemented method.

### Table 4: Error norms and numerical solutions of Problem 2 for $\gamma = 1.50$, $\Delta t = 0.0005$, $t = 1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$N = 20$</th>
<th>$N = 40$</th>
<th>$N = 60$</th>
<th>$N = 80$</th>
<th>$N = 100$</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.934891</td>
<td>0.947667</td>
<td>0.949956</td>
<td>0.950746</td>
<td>0.951108</td>
<td>0.951057</td>
</tr>
<tr>
<td>0.4</td>
<td>0.578182</td>
<td>0.585743</td>
<td>0.587121</td>
<td>0.587600</td>
<td>0.587821</td>
<td>0.587785</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.578182</td>
<td>-0.585743</td>
<td>-0.587121</td>
<td>-0.587600</td>
<td>-0.587821</td>
<td>-0.587785</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.934891</td>
<td>-0.947667</td>
<td>-0.949956</td>
<td>-0.950746</td>
<td>-0.951108</td>
<td>-0.951057</td>
</tr>
<tr>
<td>1.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

$L_2 \times 10^3$ | 12.085033 | 2.525247 | 0.819583 | 0.231901 | 0.038947 |

$L_\infty \times 10^3$ | 16.707587 | 3.523310 | 1.144868 | 0.321781 | 0.057156 |
Table 5: Error norms and numerical solutions of Problem 2 for $\gamma = 1.50$, $N = 100$, $t = 1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\Delta t = 0.005$</th>
<th>$\Delta t = 0.0025$</th>
<th>$\Delta t = 0.001$</th>
<th>$\Delta t = 0.0005$</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.957316</td>
<td>0.953865</td>
<td>0.951797</td>
<td>0.951108</td>
<td>0.951057</td>
</tr>
<tr>
<td>0.4</td>
<td>0.591658</td>
<td>0.589524</td>
<td>0.588246</td>
<td>0.587821</td>
<td>0.587785</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.591658</td>
<td>-0.589524</td>
<td>-0.588246</td>
<td>-0.587821</td>
<td>-0.587785</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.957316</td>
<td>-0.953865</td>
<td>-0.951797</td>
<td>-0.951108</td>
<td>-0.951057</td>
</tr>
<tr>
<td>1.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

$L_2 \times 10^3$  
4.65406  
2.088014  
0.550343  
0.038947  

$L_\infty \times 10^3$  
6.584694  
2.955737  
0.781081  
0.057156  

Table 6: Error norms and numerical solutions of Problem 2 for $\Delta t = 0.0005$, $N = 100$, $t = 1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\gamma = 1.10$</th>
<th>$\gamma = 1.30$</th>
<th>$\gamma = 1.70$</th>
<th>$\gamma = 1.90$</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.951114</td>
<td>0.951111</td>
<td>0.951108</td>
<td>0.951124</td>
<td>0.951057</td>
</tr>
<tr>
<td>0.4</td>
<td>0.587824</td>
<td>0.587822</td>
<td>0.587821</td>
<td>0.587831</td>
<td>0.587785</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.587824</td>
<td>-0.587822</td>
<td>-0.587821</td>
<td>-0.587831</td>
<td>-0.587785</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.951114</td>
<td>-0.951111</td>
<td>-0.951108</td>
<td>-0.951124</td>
<td>-0.951057</td>
</tr>
<tr>
<td>1.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

$L_2 \times 10^3$  
0.043470  
0.041127  
0.039161  
0.050839  

$L_\infty \times 10^3$  
0.063614  
0.060271  
0.057480  
0.074229  

Table 7: Comparison of error norms of Problem 2 with results from [1] for $\gamma = 1.10$, $t = 1$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\Delta t = 0.0005$</th>
</tr>
</thead>
</table>
| 40   | 2.521600          | 3.5219602  
| 60   | 0.815189          | 1.139078   
| 80   | 0.227318          | 0.315484   
| 100  | 0.043470          | 0.057156    

Local discontinuous Galerkin[1]  

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\Delta t = 0.0001$</th>
</tr>
</thead>
</table>
| 5    | 6.673112          | 28.898901  
| 10   | 0.850155          | 3.617969   
| 15   | 0.252878          | 1.113519   
| 20   | 0.106908          | 0.466393   

Table 8: Comparison of error norms of Problem 2 with results from [1] for $\gamma = 1.50$, $t = 1$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\Delta t = 0.0005$</th>
</tr>
</thead>
</table>
| 40   | 2.525247          | 3.523310   
| 60   | 0.819583          | 1.139078   
| 80   | 0.231901          | 0.321781   
| 100  | 0.038947          | 0.057156    

Local discontinuous Galerkin[1]  

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\Delta t = 0.0001$</th>
</tr>
</thead>
</table>
| 5    | 6.664801          | 28.859369  
| 10   | 0.850155          | 3.617969   
| 15   | 0.252878          | 1.112768   
| 20   | 0.106908          | 0.466393   

Fig. 2: Error distributions of Problem 2 for $\Delta t = 0.001, N = 30, t = 1$. 

$\gamma = 1.10$  

$\gamma = 1.30$  

$\gamma = 1.50$  

$\gamma = 1.70$  

$\gamma = 1.90$
Table 9: Comparison of error norms of Problem 2 with results from [1] for \( \gamma = 1.90, t = 1 \).

<table>
<thead>
<tr>
<th>( \Delta t \times 10^3 )</th>
<th>( L_2 \times 10^3 )</th>
<th>( L_\infty \times 10^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>2.512071</td>
<td>3.502994</td>
</tr>
<tr>
<td>60</td>
<td>0.807289</td>
<td>1.126972</td>
</tr>
<tr>
<td>80</td>
<td>0.219846</td>
<td>0.304544</td>
</tr>
<tr>
<td>100</td>
<td>0.050839</td>
<td>0.074229</td>
</tr>
</tbody>
</table>

Local discontinuous Galerkin [1]

<table>
<thead>
<tr>
<th>( \Delta t \times 10^3 )</th>
<th>( L_2 \times 10^3 )</th>
<th>( L_\infty \times 10^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.032746</td>
<td>28.818707</td>
</tr>
<tr>
<td>10</td>
<td>0.849887</td>
<td>3.616425</td>
</tr>
<tr>
<td>15</td>
<td>0.252905</td>
<td>1.113337</td>
</tr>
<tr>
<td>20</td>
<td>0.107050</td>
<td>0.466334</td>
</tr>
</tbody>
</table>

**Problem 3:** Finally consider the time fractional telegraph equation (2) with \( \lambda = 0.1 \), with boundary conditions

\[
U(0, t) = t^3, \quad U(2\pi, t) = t^3, \quad t \geq 0
\]

and the initial conditions as

\[
U(x, 0) = 0, \quad U_t(x, 0) = 0, \quad 0 \leq x \leq 2\pi.
\]

The term \( f(x, t) \) is of the form

\[
f(x, t) = \frac{6t^{3-\gamma}}{\Gamma(4-\gamma)} \cos(x) + \frac{6t^{1-\gamma}}{\Gamma(5-\gamma)} \cos(x) + t^{3}(\cos(x) - 0.1 \sin(x)).
\]

The exact solution of the problem is given by [1]

\[
U(x, t) = t^3 \cos(x).
\]

Lastly, the numerical results that obtained by applying quadratic B-spline Galerkin method to Problem 3 and the \( L_2, L_\infty \) error norms are given in Table 10-12. As the \( N \) partition number increases, a significant amount of decreasement is seen in the error norms which are obtained for \( \Delta t = 0.0002, t = 1, \gamma = 1.50 \) and different values of partition number \( N \) shown in Table 10. From Table 11 it is seen that the error norms which are obtained for \( N = 150, t = 1, \gamma = 1.50 \) and different values of \( \Delta t \) decrease when \( \Delta t \) time step decreases for \( \Delta t, N = 30, t = 1 \) and \( \gamma = 1.50 \) as it is expected. In Table 12 the evaluated results which are found for \( \Delta t = 0.0002, t = 1, N = 150 \), different values of \( \gamma \) are given and absolute errors obtained for the same values are given in Figure 3 graphically.

Table 10: Error norms of Problem 3 for \( \gamma = 1.50, \Delta t = 0.0002, t = 1 \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( L_2 \times 10^3 )</th>
<th>( L_\infty \times 10^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>5.769971</td>
<td>3.878308</td>
</tr>
<tr>
<td>50</td>
<td>3.594891</td>
<td>2.399985</td>
</tr>
<tr>
<td>80</td>
<td>1.210711</td>
<td>0.797248</td>
</tr>
<tr>
<td>100</td>
<td>0.656364</td>
<td>0.427206</td>
</tr>
<tr>
<td>120</td>
<td>0.354776</td>
<td>0.226167</td>
</tr>
<tr>
<td>150</td>
<td>0.109013</td>
<td>0.063129</td>
</tr>
</tbody>
</table>
Table 11: Error norms and numerical solutions of Problem 3 for $\gamma = 1.5$, $N = 150$, $t = 1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\Delta t = 0.005$</th>
<th>$\Delta t = 0.002$</th>
<th>$\Delta t = 0.001$</th>
<th>$\Delta t = 0.0005$</th>
<th>$\Delta t = 0.0002$</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.005310</td>
<td>0.538393</td>
<td>0.536747</td>
<td>0.536209</td>
<td>0.535943</td>
<td>0.535785</td>
<td>0.535827</td>
</tr>
<tr>
<td>2.010619</td>
<td>-0.428229</td>
<td>-0.426667</td>
<td>-0.426156</td>
<td>-0.425904</td>
<td>-0.425754</td>
<td>-0.425779</td>
</tr>
<tr>
<td>3.015929</td>
<td>-0.997787</td>
<td>-0.994167</td>
<td>-0.992985</td>
<td>-0.992401</td>
<td>-0.992054</td>
<td>-0.992115</td>
</tr>
<tr>
<td>4.021239</td>
<td>-0.641059</td>
<td>-0.638738</td>
<td>-0.637980</td>
<td>-0.637606</td>
<td>-0.637384</td>
<td>-0.637424</td>
</tr>
<tr>
<td>5.026548</td>
<td>0.310615</td>
<td>0.309593</td>
<td>0.309259</td>
<td>0.309093</td>
<td>0.308995</td>
<td>0.309017</td>
</tr>
<tr>
<td>6.283185</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

$L_2 \times 10^3$ | 8.266163 | 2.981214 | 1.255229 | 0.403046 | 0.109013 |
$L_\infty \times 10^3$ | 5.716179 | 2.067697 | 0.876479 | 0.288036 | 0.063129 |

Table 12: Error norms and numerical solutions of Problem 3 for $\Delta t = 0.0002$, $N = 150$, $t = 1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\gamma = 1.20$</th>
<th>$\gamma = 1.40$</th>
<th>$\gamma = 1.60$</th>
<th>$\gamma = 1.80$</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.005310</td>
<td>0.535788</td>
<td>0.535785</td>
<td>0.535787</td>
<td>0.535809</td>
<td>0.535827</td>
</tr>
<tr>
<td>2.010619</td>
<td>-0.425756</td>
<td>-0.425754</td>
<td>-0.425755</td>
<td>-0.425770</td>
<td>-0.425779</td>
</tr>
<tr>
<td>3.015929</td>
<td>-0.992055</td>
<td>-0.992053</td>
<td>-0.992057</td>
<td>-0.992093</td>
<td>-0.992115</td>
</tr>
<tr>
<td>4.021239</td>
<td>-0.637385</td>
<td>-0.637384</td>
<td>-0.637386</td>
<td>-0.637410</td>
<td>-0.637424</td>
</tr>
<tr>
<td>5.026548</td>
<td>0.308995</td>
<td>0.308994</td>
<td>0.308997</td>
<td>0.309010</td>
<td>0.309017</td>
</tr>
<tr>
<td>6.283185</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

$L_2 \times 10^3$ | 0.099934 | 0.107369 | 0.106732 | 0.061451 |
$L_\infty \times 10^3$ | 0.060247 | 0.062121 | 0.064746 | 0.051690 |
Fig. 3: Error distributions of Problem 3 for $\Delta t = 0.001$, $N = 30$, $t = 1$.

**Conclusion**

In this paper, the numerical solutions of three problems for the time fractional telegraph equation are achieved with aid of quadratic B-spline Galerkin method. The time fractional derivative operator is considered by means Caputo fractional derivative in these problems. It can be easily viewed from the numerical solutions, error norms and the tables that implemented method is an efficient tool to achieve numerical solutions of time fractional partial differential equations arising in physics and engineering.
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